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Replace Smaller Fine-Tuned Conditional Generation Models with Prompting

● Dialogue policy planning is hard, but that’s only half the battle. There’s still no guarantee that the 
planned conversational strategy will actually get executed! It depends on the quality of a conditional 
generation model.

● Fine-tuning conditional dialogue generation models is also really hard. There’s often tradeoff 
between learning to generate coherent dialogue responses and learning strong semantic control.

● Fine-tuning on crowdsourced data is a bottleneck by definition. Many complex dialogue tasks 
require expert-level domain knowledge (e.g., persuasive strategies, emotional support) which results in 
various annotation errors that can get propagated through the training process.

● Is few-shot prompting the solution? It doesn’t depend on supervised data, and the capacity of LLMs 
is much greater than prior fine-tuned models. This can mean strong semantic control and coherence.
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